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Abstract of the contribution: This pCR proposes a new Key Issue on traffic steering in N6-LAN deployed in edge computing environment and then sent to the central AS after having been processed by local application(s). 
1 Introduction
The FS_enh_EC SID in SP-190185 defines the following objective:
Investigate the key issues and corresponding solutions to support forwarding some UE application traffic to the applications/contents deployed in edge computing environment, including:

· Supporting for traffic steering in N6-LAN deployed in edge computing environment including support for end-user traffic sent to the central N6 interface to the DN after having been processed by local application(s);
NOTE 2: The output of the traffic steering related study should cover common N6-LAN deployment, considering the additional features for N6-LAN deployed in edge computing environment. 
Edge Computing is expected to provide excellent performance and quality while at the same time saving the backhaul capacity by being able to provide content as close to end user as possible. In the edge computing environment, the end user traffic may be first inspected, modified or shaped by the EAS and then be routed to the AS in the central network for further handling, as required by the following use cases: 
1. Mobile video delivery optimization using throughput guidance for TCP

Media delivery is nowadays usually done via HTTP streaming which in turn is based on the Transmission Control

Protocol (TCP). TCP has difficulty adapting to rapidly varying network conditions. 
In this use case, a radio analytics EAS, playing as a back-end video server, provides a throughput guidance, the predicted near real-time indication on the throughput estimated to be available at the radio downlink interface. The video server in the central network can use this information to assist TCP congestion control decisions. With this additional information, TCP does not need to overload the network when probing for available resources, nor does it need to rely on heuristics to reduce its sending rate after a congestion episode.

The throughput guidance is generated at the EAS, based on the up to date information about the radio conditions and current load exposed by NG-RAN.
These throughput guidance values are then transmitted in-band to the video server, by embedding the information into

the uplink data packets that are sent to the video server by the video client on the user's device. These data packets are

routed through the Throughput Guidance radio analytics EAS based on the traffic rules related to the application.

2. Local content caching at the mobile edge

The wide adoption of social media enables quick and efficient sharing of the topic, which may include high-definition video. The content is often consumed at about the same time in the same geographical area. This creates increased pressure to ensure sufficient bandwidth, and usually the capacity in the mobile broadband network becomes a bottleneck.
This problem can be reduced with caching the content locally, which can provide savings both in the backhaul and in

the transport and at the same time improve the QoE of the consumer. The content cache application can store locally the most popular content that is consumed in the geographical area and once requested then provide the content from the local cache. In that case there is no need to transfer the content over core network and therefore significant savings in the backhaul capacity can be achieved. In addition to capacity savings, the download times to receive the content can be greatly reduced.

The content cache application in the EAS can store the content that has been identified frequently used or otherwise beneficial from the service point of view, and the rest content that are not so popular in this area will be transmitted from the central content server. 
3. Vehicle-to-infrastructure communication

Communication of vehicles and roadside-sensors with a roadside unit is intended to increase the safety, efficiency, and

convenience of the transportation system, by the exchange of critical safety and operational data. The roadside application uses data received from vehicles and roadside sensors to recognize high-risk situations in advance. 
The roadside applications deployed on EAS can receive local messages directly from the applications in the vehicles and the roadside sensors, analyse them and then propagate (with extremely low latency) hazard warnings and other latency-sensitive messages to other cars in the area. The roadside application also send analysis based on local information to the connected car central AS for further processing.
4. Mobile backhaul optimization
Today there is no real coordination between the radio network and the backhaul network. When there is capacity

degradation in the backhaul, the radio network is not informed about it, and vice versa, when radio network needs less

capacity the backhaul is not aware of it too. 
To combine information from the radio network together with information from the backhaul network for optimizing the resources in the backhaul, an analytic and optimization application can be deployed to monitor real time information about the traffic requirements of the radio network and the backhaul and then reshape the traffic per application based on actual capacity available. The shaped traffic is then transmitted to the AS in the central network. 
5. Video analytics service
In a video analytics service, ranging from safety, public security to smart cities, Application Servers deployed in the local Data network is responsible for local video raw data pre-possessing, and Application Servers deployed in the central Data network is responsible for data analysis and database searches. The application at the local Data network transcodes and stores the captured video streams from cameras received over 5G NR. The raw data will then be abstracted and compressed to the metadata in smaller size fitting for backhaul transmission. After that, the local Application Server sends the metadata to the central Application Server for further processing, i.e. data analysis and database search, for e.g. lost child, abandoned luggage, illegal car etc. 
One typical case is that of theft prevention / physical intrusion detection (building protection) where the local Application server constantly receives UL data flow from video cameras and analyses the image to check anything abnormal. The local Application server forwards the image to the central server (thus taking backhaul resources) only when something abnormal has been detected.
All the above 5 use cases require traffic routing from the EAS to the central AS. 3 Options can be foreseen to achieve the objective.
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Option 1 applies to the case where there’s secure interconnection between EAS and AS in the central DN or QoS and security are not so critical to the service; User Charging on the usage of backbone resources cannot be applied. 
Option 2 applies to the case where there’s no secure interconnection between EAS and AS in the central DN and QoS and security are critical to the service; charging for the usage of backbone resource can be applied
Option 3 applies to the same case as Option 2, but there’s no N9 interconnection between the local UPF and the central UPF. Charging for the usage of backbone and backhaul resource can be applied. Option 3 may be felt as (over)complex but is shown for the sake of showing there are multiple potential solutions
All the above 3 Options (and other options) can be considered in the study.
It has been mentioned in the discussions during last SA2 that in the building protection use case:

· The initial PDU session has only one (local) PSA
· When the local Application server detects something wrong, it instructs the application on the UE to use another PDU Session with only one (central) PSA
This is a potential solution (hence this shows that this issue deserves studies with already many potential solutions 😊) BUT it incurs the risk that valuable images from the video cameras may be lost during the time needed to switch from the initial PDU session with only one (local) PSA to the other PDU Session with only one (central) PSA. 
This paper is to propose a Key Issue based on the above objective to address the requirements of the above use cases.

2 Proposal

It is proposed to approve the below key issue. All the proposed texts are new.
* * * * Begin of Changes * * * *

5.X Key Issue #X: Traffic steering in N6-LAN and to central AS
5.X.1 Description
For some of the edge computing use case scenarios, although Application Servers are deployed in the local Data Network, a centralized deployed Application Server is still required. 
In such edge computing scenario, the application traffic is first steered to the local Application Server over N6-LAN for local-processing, and then further steered to the central Application Server in the central DN. 
Examples can be shown in the following use cases:

· Mobile video delivery optimization using throughput guidance for TCP

· Local content caching at the mobile edge

· Vehicle-to-infrastructure communication

· Mobile backhaul optimization

· Video analytics service
The following aspects will be studied in this key issue:
1) After the application traffic has been processed in a local Application Server, how is the traffic further steered to the central application server (e.g. via DN/Internet or back via the 5GC).
2) Depending on the architecture for the item 1) above:  

a) Whether and how is the 5GC made aware that some UE traffic needs to be forwarded to the central PSA after having been processed by a local Application Server
b) Whether and how does the local Application Server send back traffic to 5GC to indicate the requirement of cascaded traffic steering (i.e. traffic to be forwarded to the central PSA); 

* * * * End of Changes * * * *
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